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Despite much interest in language production and comprehension mechanisms, little is known about the
relationship between the two. Previous research suggests that linguistic knowledge is shared across these
tasks and that the left inferior frontal gyrus (LIFG) may be commonly recruited. However, it remains unclear
the extent to which production and comprehension share competition mechanisms. Here we investigate this
issue and specifically examine competition in determining the event roles in a sentence (agent or affected
participant). We used both behavioral and fMRI methods and compared the reading and production of high-
and low-competition sentences, specifically targeting LIFG. We found that activity in pars opercularis (PO),
independently identified by a competition-driven localizer, was modulated by competition in both tasks.
Psychophysiological interaction analyses seeded in PO revealed task-specific networks: In comprehension,
PO only interacted with the posterior temporal lobe, whereas in production, it interacted with a large
network including hippocampal, posterior temporal, medial frontal and subcortical structures. Production
and comprehension therefore recruit partially distinct functional networks but share competitive processes
within fronto-temporal regions. We argue that these common regions store long-term linguistic associa-
tions and compute their higher-order contingencies, but competition in production ignites a larger neural
network implementing planning, as required by task demands.

© 2013 Elsevier Inc. All rights reserved.
Introduction

Language production and comprehension are essential commu-
nicative behaviors involving message planning and understanding.
Although a great deal of work in cognitive neuroscience has been
dedicated to understanding language production and comprehension
processes, very little is known about their relationship, particularly
with respect to full sentence composition, a process absent in word-
based studies. The present work aims to fill this gap and investigate
the extent to which sentence production and reading comprehension
share neural processes with particular reference to previously studied
competition resolutionmechanisms. Specifically, we examine competi-
tion in determining event roles in the sentence such as agents and af-
fected participants, i.e., who is doing what to whom in the event.

Previous behavioral and imaging research has focused on the re-
cruitment of similar lexical and grammatical information across pro-
duction and comprehension (Bock et al., 2007; Chang et al., 2006;
Gennari and MacDonald, 2009; MacDonald, 1999; Seidenberg and
gy, University of York, York,

i).

ghts reserved.
MacDonald, 2001). Gennari and MacDonald (2009), for example,
have shown that structural configurations that readers find difficult
are those that producers do not naturally produce, suggesting that
the mapping of lexical concepts into sentence structure is shared
across tasks. Similarly, a neuroimaging priming study comparing
sentence production and auditory comprehension has shown that
both tasks recruit a common fronto-temporal network including the
posterior temporal lobe and the left inferior frontal gyrus (henceforth
LIFG) (Menenti et al., 2011). However, the recruitment of common
brain regions does not necessarily imply that similar processes take
place in both production and comprehension — they could reflect
the recruitment of common semantic and grammatical knowledge,
common processes such as meaning access and sentence assembly
or a mixture of both. It remains unclear therefore whether and how
subcomponent processes in production and comprehension are
related, and in particular, whether competitive processes are shared
across the two tasks, despite the expected differences in input and
output networks.

To elucidate the extent to which production and comprehension
share cognitive and neural processes, rather than simply linguistic
and/or grammatical knowledge, here we chose to focus on processes
that arguably involve competition between alternative representations.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.neuroimage.2013.08.059&domain=pdf
http://dx.doi.org/10.1016/j.neuroimage.2013.08.059
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http://www.sciencedirect.com/science/journal/10538119


Table 1
Example stimuli for the production and the comprehension task.

Task Condition Example stimulus items

Comprehension High-competition 1. The director that the movie impressed
had received a prize
2. The banker that the loan worried was
short of money

Low-competition 1. The movie that the director watched had
received a prize
2. The loan that the banker refused was a lot
of money

Completion High-competition 1. The director that the movie…

2. The banker that the loan….
Low-competition 1. The movie that the director…

2. The loan that the banker….
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Such competition may occur in comprehension when multiple alter-
native interpretations are activated and resolution between them
takes place. In studies of lexical ambiguity, for example, equally fre-
quent meanings of an ambiguous word like bowl are initially activat-
ed, and competition resolution is required to arrive at the intended
meaning, often with the help of contextual cues (Duffy et al., 1988;
Gennari et al., 2007; Rayner and Duffy, 1986; Rayner et al., 1983;
Rodd et al., 2005, 2010; Seidenberg et al., 1982; Swinney, 1979;
Tanenhaus et al., 1979). At the sentence level, similar semantic com-
petition processes take place when alternative conflicting interpre-
tations are activated as the sentence unfolds (Novick et al., 2005;
Rodd et al., 2010; Tanenhaus and Trueswell, 1995). Competition res-
olution may also occur in production when alternative utterances,
e.g., alternative sentence structures or words, are associated with
the intended meaning (Gennari et al., 2012), or in the case of cued
production, when alternative utterances are strongly associated
with the cue (Barch et al., 2000; Spalek and Thompson-Schill, 2008).
For example, in elicitation studies in which participants must produce
a verb/action in response to a cuing noun, strong associations like
scissors-cut are easier to utter than weaker associations, e.g., wheel-
turn, because these weaker associations compete with other avail-
able alternatives (Barch et al., 2000; Thompson-Schill et al., 1997).
Cue-based production, which is used in the present study, is thus
similar to ambiguity resolution in comprehension in that the appro-
priate response to the cue is essentially ambiguous, as more than
one alternative utterance is activated (see for example numerous
picture–word interference studies (Costa et al., 2005)). Therefore
both production and comprehension can involve competition be-
tween available alternative interpretations or utterances. Finding
evidence of brain regions and behaviors that are similarly sensi-
tive to conflicting demands in both production and comprehension
would suggest that processes of a competitive nature are shared
across tasks.

Although some neurocognitive studies suggest that competition
occurs in both production and comprehension, particularly within
LIFG, psycholinguistic approaches have typically argued that these
tasks involve distinct component processes that act upon a shared
linguistic knowledge base (Bock and Levelt, 1994; MacDonald et al.,
1994). Indeed, production requires word retrieval and planning of a
sentence structure, whereas comprehension involves word recognition
and the understanding of syntactic–semantic relations between words.
These processes have long been argued to give rise to marked
asymmetries between these tasks. Sentence production for example
often involves false starts, disfluencies and errors, which are thought
to arise from production planning and articulation processes not
shared with comprehension (Bock and Levelt, 1994; Garrett, 1980;
Levelt et al., 1999). Furthermore, with specific reference to competi-
tion, sentence comprehension involves activating multiple alterna-
tive interpretations of polysemous stimuli (MacDonald et al, 1994),
but in production polysemy is sometimes unnoticed by speakers,
who have a single intended meaning in mind (Ferreira et al., 2005).
This suggests the possibility that generally assumed competition
mechanisms in fact differ across production and comprehension
tasks. Differences in the types of tasks faced by speakers and
comprehenders might lead to differences in the underlying process-
ing systems. These observations are consistent with many produc-
tion studies recruiting partially distinct neural networks from those
typically found in comprehension studies, including supplementary
motor regions, the cingulate cortex, and subcortical structures that
are associated with motor responses and decisions (Barch et al.,
2000; Sörös et al., 2006; Tremblay and Small, 2011; Whitney et al.,
2008). Nonetheless, patients with pre-frontal or LIFG lesions show
both production and comprehension impairments in cognitively de-
manding tasks (Jefferies and Lambon Ralph, 2006; Novick et al.,
2009) and both readers and speakers show similar brain correlates
of assumed competition processes in LIFG and nearby regions, albeit
across different studies (Bedny et al., 2008b; de Zubicaray et al.,
2001; Heim et al., 2009; Indefrey, 2011; Spalek and Thompson-
Schill, 2008; Tyler and Marslen-Wilson, 2008). This thus indicates
that both tasks may recruit the LIFG under competition demands
(Thompson-Schill et al., 2005).

Together these findings suggest that the LIFG may play a role in
both production and comprehension when resolving competition,
but that there may also be differences in the networks implementing
competition in each task and cooperating with LIFG. To evaluate this
possibility, we used behavioral measures (Experiment 1) and func-
tional magnetic resonance imaging (Experiment 2) to examine the
networks interacting with LIFG in the production and reading compre-
hension of sentences taken to vary in competition demands (high- vs.
low-competition). We used reading rather than auditory compre-
hension because reading is more appropriate for a noisy environ-
ment like the MRI scanner, this task circumvents debated design
decisions such as appropriate baseline (Adank, 2012) and because
many studies comparing reading and listening with non-competitive
stimuli report little or no differences in supramodal language regions
such as LIFG and the posterior middle temporal gyrus that are likely
to be engaged in processing the present stimuli (Adank, 2012; Buchweitz
et al., 2009; Jobard et al., 2007; Lindenberg and Scheef, 2007; Michael
et al., 2001). Example stimuli can be found in Table 1.

In the reading comprehension task, we chose subordinate clauses
such as the director that the movie impressed… and the movie that
the director watched… for our stimuli because these structures have
been amply demonstrated to vary in difficulty in previous studies
(Mak et al., 2002, 2006; Traxler et al., 2002). Specifically, high-
competition clauses take longer to read and elicit more activity in
LIFG than low-competition ones (Caplan et al., 2008; Chen et al.,
2006; Gennari and MacDonald, 2008). This difficulty plausibly arises
because conflicting lexical and structural cues lead to incorrect pre-
dictions regarding the event roles in the sentence: animate and inan-
imate nouns like director and movie cue an agent and an affected-
participant event role respectively, however structural markers and the
subordinate verb cue the opposite roles. The first high-competition struc-
ture in Table 1, for example, is incompatible with an interpretation in
which the director writes or watches the movie — the situations
most typically associated with these nouns at the point at which
the subordinate verb impressed is encountered. At this point, readers
anticipate potential relations between director and movie, e.g., the
director writing or watching the movie, or the movie being about
the director, none of which is the interpretation implied by the
verb impress in the subordinate clause, generating conflict between
currently available and incoming interpretations. As in cases of am-
biguity, alternative interpretations are entertained at this point, as
the reader must inhibit the initially constructed interpretation in
favor of the one cued by incoming words. In the low-competition
condition, in contrast, the nouns and the structure lead to the ulti-
mately correct interpretation in terms of event roles (the movie being
watched by the director). These interpretation preferences have been



Table 2
The mean log word frequencies and length for the nouns and verbs from the high-
competition and low-competition conditions.

Condition Example Log word frequency Length

High-competition noun Director 4.18 6.88
Low-competition noun Movie 4.27 6.02
High-competition verb Impressed 4.05 7.64
Low-competition verb Watched 4.08 7.57
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demonstrated by eliciting readers' interpretations at each point in the
subordinate clause. Critically, the number of alternative interpretations
available at the point inwhich the subordinate verb is encountered pre-
dicts reading times at subsequentword positions, thus supporting com-
petition claims (Gennari and MacDonald, 2008).

In the production task, we used a cue-based paradigm in which
participants completed sentence fragments from the comprehension
stimuli into full sentences (Table 1). This production task showed
parallel competition results to those obtained in comprehension.
Specifically, here we found that high-competition fragments take
longer to complete than low-competition fragments and that the
number of alternative continuations or plans produced for these
fragments (by different speakers) correlates with production initia-
tion times. Taken together, the present and previous findings with
our stimuli strongly suggest the presence of competition between alter-
natives in interpreting the sentences or providing a continuation for
prompt fragments (production). Otherwise, it would be unexplained
why activating more alternatives leads to longer processing times, and
why the number of alternatives available correlates with performance
in both tasks, given that only one of the alternatives is eventually pro-
duced or understood. Indeed, ambiguity resolution processes and cue-
based multiple-alternative productions have long been conceived as
competitive processes in psycholinguistics and cognitive neuroscience,
both at the lexical and the sentential level (Costa et al., 2005; de
Zubicaray et al., 2001; MacDonald et al., 1994; Novick et al., 2005;
Simpson, 1994; Spalek and Thompson-Schill, 2008), given that such
cases appear distinctive from other difficult processes, for example,
the difficulty experienced in retrieving the meaning of a low frequency
word. Our behavioral production and comprehension tasks therefore
provide appropriate support to examine the brain correlates of compe-
tition mechanisms in each task.

In Experiment 2 using fMRI, we conducted the same production
and reading comprehension tasks as above, except that production
was covert to minimize movement. We also conducted a localizer
Stroop task, which was primarily used to identify a relevant region
of interest associated with competition processes within LIFG — a
functionally and anatomically heterogeneous region (Amunts et al.,
2010; Chein et al., 2002; Dapretto and Bookheimer, 1999; Fedorenko
et al., 2012; Petrides, 2005). We focused on LIFG rather than other
regions typically activated by the Stroop task (Milham et al., 2001) be-
cause, as suggested above, portions of the LIFG, unlike other regions of
the Stroop network, are very likely candidates to be recruited by both
production and comprehension, as they have already been argued to
play a regulatory, control or unifying role in many models of language
processing (Hagoort, 2005; Indefrey, 2011; Tyler and Marslen-Wilson,
2008). The Stroop task was designed in such a way that allowed the
identification of voxels sensitive to the representational conflict
in this task, rather than the response conflict (Hindy et al., 2012;
January et al., 2009). Within the LIFG, we identified these voxels for
each individual participant and evaluated the activity elicited by
the conditions in each production and comprehension. Individual-
based analyses guarantee a high degree of anatomical specificity
that is not influenced by normalization procedures or anatomical dif-
ferences across participants (Fedorenko et al., 2010; Glezer and
Riesenhuber, 2013; Juch et al., 2005; Nieto-Castañón and Fedorenko,
2012; Saxe et al., 2006; Swallow et al., 2003). Additionally, we
conducted psychophysiological interaction analyses using the identi-
fied LIFG cluster as seed region to determine the networks cooperating
with it as a function of competition condition.

Based on the view outlined above, if the LIFG is involved in resolving
competition in both production and comprehension, we predicted that
the levels of competition in both production and comprehension should
modulate activity within a region of the LIFG also sensitive to semantic
competition in the Stroop task (localizer). Critically, if each task im-
plements competition processes differently and contains specific
component processes, as suggested by psycholinguistics research,
distinct task-specific neural networks should interact with the identi-
fied portion of LIFG as a function of competition resolution demands,
i.e., the competition networks revealed by the psychophysiological in-
teraction analysis should differ according to task. These predictions
assume that our stimuli indeed capture competitive processes, as
suggested by our behavioral results and previous literature, and
that the Stroop task, and particularly, the specific contrast utilized,
also captures some aspects of the conflict resolution between repre-
sentations within LIFG (Hindy et al., 2012; January et al., 2009;
Milham et al., 2001).

Methods

Experiment 1: behavioral study

Participants
39 native English speaking students at the University of York partic-

ipated in the experiment and received course credit for their participa-
tion (mean = 22.5 years, SD = 3.08, range = 18–32, 22 females).

Materials
Items in the comprehension task had two versions varying in the

configuration of the noun animacy and the subordinate verb within
the subordinate clause, yielding a high-competition and a low-
competition version (see Table 1). As indicated above, the syntactic
configuration of the animate and inanimate nouns in the high-
competition condition causes competition between alternative in-
terpretations as the sentence unfolds: the event roles strongly asso-
ciated with the animacy of the nouns (animate and inanimate nouns
are typically agents and affected-participants respectively) must be
inhibited in favor of the infrequent event role interpretation provid-
ed by the subordinate verb (Gennari and MacDonald, 2008; Mak
et al., 2002; Traxler et al., 2002, 2005). Previous work has carefully
documented the presence of competition between alternative inter-
pretations involved during reading and is consistent with similar
views proposed in the cognitive neuroscience literature (Novick
et al., 2005).

There were 84 stimulus sentences in total. 42 experimental items
with subordinate clauses such as those in Table 1 were used, along
with 42 filler sentences. Participantswere asked to read these sentences
and fully understand their meaning (see below for details). The nouns
and the verbs of the stimulus sentences were matched for length and
frequency across conditions (see Table 2). The majority of the filler
sentences (80%) were subject–verb–object main clause structures.
The remaining filler sentences included some form of subordinate
or conjoined structure.

Items in the production task were similar to those in the compre-
hension task but only included the initial fragment of the sentences
(Table 1). The task instructions required the participant to complete
the fragment into a full sentence (see below for details). This thus re-
quired speakers to assign event roles to the nouns of the fragment
and to select an appropriate verb phrase to continue it that matched
themeaning of the nouns. Our previous and present results suggest that
more alternative continuations are available in the high-competition
fragments than the low-competition ones (Gennari and MacDonald,
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2008, henceforth G&M), and thereby, more competing utterance plans,
within the semantic and syntactic constraints of the fragment.

Task design
Two tasks, sentence comprehension and sentence completion,

were conducted within the same experimental session arranged in
two separate blocks with separate instructions. For each task, the
items were split across two lists with each list containing 42 ex-
perimental items (21 high-competition and 21 low-competition
sentences) and 42 filler sentences. Each participant saw only one
list for each task. The lists were constructed in such a way that the
high-competition and low-competition versions of the same item
would be on a separate list for a given task (Latin-square design),
but the two versions would be seen once in the production task and
once in the comprehension task. The order of the itemswas randomized
and randomly intermixed with filler sentences. The order of the pro-
duction and the comprehension task was counterbalanced across
participants.

Procedure
In the comprehension block, participants were told to read the

words one at a time in a self-paced moving-window paradigm (G&M)
and fully understand the meaning of the sentence. After each sentence,
a comprehension question was asked, requiring a YES/NO answer
(e.g., did themovie impress the director?). 53% of these questions referred
to the content of the subordinate clause. Reading times and comprehen-
sion accuracy were recorded. In the production block, participants read
the fragments one word at a time as in comprehension, and were
instructed to fully understand their meanings before initiating their
completions out loud. We recorded their spoken responses to compute
response accuracy, and the time it took them to initiate or plan their ut-
terances, as measured from the offset of the last word processed in the
initial fragment. We also checked that participants read each word of
the fragment carefully, as instructed, rather than waiting until the end
of the phrase to comprehend the fragment, by comparing the reading
times of the fragments across tasks. Reading times for the fragments
in the production task were indeed much slower than in the compre-
hension task (for contrasts at all word positions, p b .001). In particular,
the reading times of the last word of the fragment (the last noun) was
on average 2205 ms longer in the completion task than in reading com-
prehension, thus suggesting that participants read carefully in anticipa-
tion of, or in preparation for, their upcoming completion task.

Data coding and analysis
To analyze the production responses, we identified completion er-

rors by simple inspection of the transcribed utterances. Continuations
that did notmake sensewere considered errors. For example, for a frag-
ment such as the scientist that the book, the completion had writtenwas
considered an error, as books typically do notwrite scientists. Two inde-
pendent researchers coded the data and they agreed on more than 95%
of the cases coded. Cases of disagreement were discussed among re-
searchers and a final coding was jointly decided. Additionally, we com-
puted a measure indexing competition: the proportion of different
verbs produced across speakers for each item in the completion task
(out of the total number of completions for that item). This measure
represents how many different verb continuations there are in general
for each item and thus, reflects the number of alternative continuations
potentially entertained during planning, even though a given partici-
pant would have ultimately produced only one of them. Two continua-
tions were considered to contain the same verb if the same lexical root
of the verb was used, independently of tense or auxiliaries (e.g., hit, had
hit). For example 1 in Table 1, the continuationswere displeased, pleased,
impressed, upset, used, was about, watched, was directed by, and had
watched, which amounted to 8 different completions (0.88 pro-
portion). In our analyses, we used this measure to predict plan-
ning difficulty.
Data analyses of processing times (planning and reading times)
were all carried on correct responses only (correct production
trials and sentences for which participants answered the compre-
hension question correctly). For the analysis of reading times,
residual reading times were used as the dependent measure, as
standard in psycholinguistics, although raw reading times display the
same effects, as shown in Fig. 1. Residuals are calculated from regressing
outword length from raw reading times (G&M). For the analysis of pro-
duction planning times, we used log transformed times to approximate
normally distributed data points, although analyses of raw planning
times yield the same results. Responses that deviated by more than
3.5 SDs from themean initiation timeswere removed from the analysis.

Results

Comprehension task
Results indicated that as expected, high- vs. low-competition

sentences differ in comprehension difficulty: participants were less ac-
curate and reading times were slower for high-competition sentences
than low-competition sentences, and there was no interaction between
task order and competition conditions. Fig. 1 plots the reading times for
eachword position as a function of condition. The overallmean accuracy
across participants for the comprehension questions was 89% (SD 2.71).
Response accuracy for the high-competition items was significantly
lower than the low-competition items suggesting increased compre-
hension difficulty in the high competition case (by-item analysis:
high-competition M = 84%, SD = 16.15; low-competition M = 94%,
SD = 11.22; t(39) = −3.23, p = .003; by-participant analysis: high-
competition M = 84.33%, SD = 10.41; low-competition M = 93.86%,
SD = 6.60; t(38) = 5− .01, p b .0001). A repeated measures ANOVA
with residual reading time as the dependent variable and condition
(high- vs. low-competition) and word-position (subordinate noun,
e.g. movie, subordinate verb, e.g. pleased, and the main verb region, e.g.
had received a) as factors revealed a main effect of condition (by-item
analysis: F(1, 39) = 7.55, p = .009, ηp2 = .16; by-participant analysis:
F(1, 38) = 10.34, p = .003, ηp2 = .21). No main effect of position was
found and there was no condition by position interaction. Planned com-
parisons showed significantly slower residual reading times for the
high-competition vs. low-competition condition at the subordinate
verb (by-itemanalysis: t(39) = 2.31, p = .026; by-participant analysis:
t(38) = 2.54, p = .015), and also at the main verb region (by-item
analysis: t(39) = 2.80, p = .008; by-participant analysis: t(38) =
3.85, p b .0001). Finally, a mixed ANOVA with residual reading times
as dependent variable, competition conditions as repeated factors and
task order as between subjects factor revealed no interaction of compe-
tition with task order at any of the critical verb positions. Taken to-
gether, these results replicate previous findings in the literature
(Gennari and MacDonald, 2008; Mak et al., 2002; Traxler et al.,
2002) confirming the suitability of our stimuli, and suggest that as
the sentence proceeds, readers encountered more difficulty at the
subordinate verb position, which indicates who is doing what in
the subordinate structure. This difficulty continues into the main
verb phrase of the sentence.

Production task
Results indicated that high- vs. low-competition sentences dif-

fer in production difficulty: response accuracy was lower and initi-
ation times longer for the high-competition condition than the
low-competition condition and there was no interaction between
competition conditions and task order. Across participants and
items, there was a significantly lower proportion of correct responses
for the high-competition condition than the low-competition condition
(by-item analysis: high-competition M = .81, SD = .16; low-
competition M = .97, SD = .06; t(39) = −6.47, p b .001; by-
participant analysis: high-competition M = .81, SD = .21; low-
competition M = .97, SD = .09; t(36) = −5.92, p b .001).



Fig. 1. Reading times as a function of condition and word position in Experiment 1. Error bars indicate standard error.
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Interestingly, the majority of errors in these responses (60.4%)
were event role errors, i.e., errors in which the produced verb im-
plies the wrong sentential roles for the nouns of the fragment, as
in The director that the movie… “watched was good”. These errors
clearly suggest that participants found it difficult to inhibit prepotent
verb responses associatedwith the nouns, e.g. the verbwatch is strongly
associated with director and movie. Moreover, log transformed plan-
ning times were longer for the high-competition compared to low-
competition items (item analysis: t(39) = 5.13, p b .001; subject
analysis: t(38) = 6.51, p b .001). Raw planning times are shown in
Fig. 2. These results remained significant after controlling for utter-
ance length in a hierarchical regression analyses across items. Length
alone explained 13% of the variance in initiation times, a significant
predictor (F(1, 78) = 11.73, p b .001), but adding condition (high-
competition vs. low-competition) into the model significantly in-
creased the variance explained to 22% (F change (1, 77) = 8.85,
p b .005). This confirms that high-competition fragments are more
difficult to complete, irrespective of utterance length. Finally, a
mixed ANOVAwith planning time as the dependent variable, compe-
tition conditions as repeated factors, and task order as between sub-
jects factor revealed no interaction of competition with task order
(F(1,37) = 1.37, p = n.s.).
Fig. 2. Production planning times as a function of condition in Experiment 1. Error bars
indicate standard error.
Correlation
To shed light on whether the differences in difficulty that we

have revealed in production planning suggest underlying compet-
itive processes, as previously reported for the comprehension of
our items, we correlated the number of alternative continuations
with initiation times. We used the proportion of different verbs
produced across speakers for each item in the completion task (see Data
coding and analyses) and regressed it onto the average planning times
for each item, including both high- and low-competition cases.We there-
fore expected that if competition between alternative continuations
took place during production planning, this correlation should be
significant. Indeed, the proportion of alternative verbs accounted
for 40% of variance in planning times (p b .0001). This result paral-
lels previously reported results in the comprehension of these struc-
tures in that the number of interpretations entertained up to the
relative clause verb predicts reading difficulty at subsequent word
positions (G&M).

Taken together, these results suggest that both production and
comprehension show processing difficulty in the high-competition
condition and both tasks are sensitive to the number of alternative
interpretations or plans entertained, thus strongly suggesting com-
petitive processes.

Experiment 2 — fMRI study

Participants
17 right-handed native English speaking students at the University

of York, who did not take part in Experiment 1, participated in this
study. All participants had no history of psychiatric illness or neuro-
logical damage (10 males, 7 females, mean age = 23.2 years, SD =
3.72, range = 19–33 years).

Materials
The same42 items and fragments used in Experiment 1 (see Table 1),

were used in this experiment (84 experimental items in total).

Task design
Three fMRI scans were conducted: comprehension task, production

task, and a color Stroop task. The Stroop task was used as a localizer to
identify a region of interest involved in semantic competition resolution
within LIFG. The order of the production and comprehension scans was
counterbalanced across participants, as in Experiment 1, and the Stroop
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task was always completed last. The production and comprehension
scans were presented in an event related design. The most efficient or-
dering of events was determined using Optseq (http://www.freesurfer.
net/optseq). Null time was intermixed between trials and randomly
varied between 0 and 18 s, with an averaged inter-trial time of 4.67 s
(Josephs and Henson, 1999). Every event type followed each other
with equal probability (e.g., for three event types, every type followed
every other across the experiment 33% of the time). Due to practical
time constraints, we did not include fillers in this experiment.

Reading comprehension task. In each event a sentence was visually
presented (white font on a black background) split into two consecutive
halves of 3 s each. The first half contained the subordinate clause
(e.g. The movie that the director watched) and the second half contained
the remaining of the sentence. Whole sentence presentation has been
successfully used with relative clause stimuli both in behavioral studies
(Traxler et al., 2002, 2005) and fMRI studies (Chen et al., 2006; Caplan
et al., 2008). This is amore appropriate paradigm to usewith fMRI, com-
pared to self-paced reading, given that activity to individual words in
the sentence could not be estimated in any case due to the sluggishness
of the hemodynamic response. Furthermore, we did not follow the self-
paced method of Exp. 1 because we did not want to contaminate read-
ing comprehension activity with motor activity involved in button
presses, which could possibly make comprehension more similar to
production. In order to ensure that the participants were processing
themeaning of the sentences, 16 catch-trialswere randomly intermixed
with experimental trials. Catch trials took the form of YES/NO compre-
hension questions as in Experiment 1. The participants were given 4 s
in which to answer the question. Between trials a series of “+”s was
presented which was the same length as the average sentence length.
This acted as a visual baseline. In total the scan lasted 906 s.

For each subject, the high-competition and low-competition version
of an itemwere assigned to different halves of the experiment so that if
one version appeared in the first half of the experiment, the remaining
version appeared in the second half. The two halves of the experiments
were counterbalanced across subjects so that each subject saw the two
versions of an item in a different order. Across all items, half were
presented first in the high-competition condition and half in the
low-competition condition, so that in each half of the comprehen-
sion task, there were equal numbers of sentences from each condi-
tion. This careful counterbalancing eliminates potential influences
of item order on both group statistics (each participant saw a differ-
ent order) and the average activity for a condition within a partici-
pant (across items, each half was presented in a different order).
This design followed Chen et al. (2006) and Caplan et al. (2008)
who have found positive results using a similar paradigm.

Production task. Each trial presented a sentence fragment for 2 s after
which the symbols “???” appeared for 6 s. Participants were instructed
to covertly complete the sentence fully and meaningfully when they
saw these symbols and to press a button when they were finished.
Note that this task was not aimed at removing articulatory aspects of
production, since overt and covert production sometimes similarly acti-
vate common regions, e.g., supplementary motor cortex and insula, but
not LIFG (Huang et al., 2001). On the contrary, whatevermotor planning
and articulatory processes take place in productionought to be reflected
in the production network, but not in comprehension. To act as a read-
ing baseline, 84 read-only items were intermixed with the production
items. Here, the participant was instructed to simply read the fragment
formeaning and press a buttonwhen theywere finished reading. These
items and trials were identical to the completion fragments except that
they were presented in red font and followed by “XXX”. After practice,
the font color thus clearly indicated from the beginning of the trial
whether participants would complete or read the stimulus fragments.
By contrasting the activity from the completion trials and the read-
only trials, we aimed to remove the reading component of the trial,
revealing only production-related activity. Note that regions found
to be active only in the completion task, as compared to the compre-
hension task above, which constitute themajority of our results, can-
not be attributed to any influence of the reading component of the
completion task. If for example, the reading component of the com-
pletion task was not successfully removed (via the contrast between
the completion trials and the read-only trials), we would expect the
production results to be similar to the comprehension results from
the main comprehension task above, which was clearly not the case.

The production scan was divided into two runs, one lasting 842 s
and the other lasting 830 s. As in the comprehension task, the order
for the runs was counterbalanced across participants. The runs were
structured such that if a high-competition production item was
presented in run 1, then the read-only version of this item would
be presented in run 2 and vice versa. Also, the items from the high-
and low-conditions were ordered such that if the high-competition
version of an item was presented in the first run, then low-
competition version would not be presented until the second run
and vice versa. Thus the order in which the conditions occurred
was also counterbalanced across runs. Across all items, half were
presented first in the high-competition condition and half in the
low-competition condition, so that in each half of the comprehen-
sion task, there were equal numbers of sentences from each condi-
tion. Additionally, the order of event types was determined by
Optseq andwas such that each event type followed each other equal-
ly often. This careful counterbalancing of conditions across runs and
participants makes it unlikely that content repetition between some
items (e.g., read-only and completion trials) would have an influence
on the group results. Similarly, any potential influence of task changes
in the production session (completion vs. reading-only) would not un-
duly influence any specific condition, thus allowing safe comparisons
between high- and low-competition trials.

Stroop task (localizer). This task was taken from previous studies
(Milham et al., 2001), and has successfully been used in similar
language studies in the literature (Hindy et al., 2012; January et al.,
2009). The responses were restricted to three font colors — yellow,
green and blue. The taskwas to indicate the font color by pressing a but-
ton on a button box, whilst ignoring the word meaning. There were
three conditions: incongruent-eligible, incongruent-ineligible, and neu-
tral. In the incongruent-eligible trials, the word and ink color were in-
congruent and the word denoted a color that was a potential response
(yellow, green, or blue). In the incongruent-ineligible trials, the word
denoted a color that was not a potential response (orange, brown, or
red). The distinction between eligible and ineligible trials is that eligible
trials will involve both conflict at the motor response level (since the
word indicates a possible response), as well as conflict at the repre-
sentational level (since both the word and the ink involve color rep-
resentations). However, ineligible trials will only involve conflict at
the representational level (January et al., 2009). Neutral trials consisted
of non-color words that were length and frequency matched to the
color items (e.g. plenty, horse, deal). The trial structure and design
were identical to that in January et al. (2009) and Hindy et al. (2012).

Acquisition parameters. Imaging was carried out using a 3 T Signa
Excite MRI scanner at the York Neuroimaging Centre (YNiC). High-
resolution whole brain T1-weighted structural images were obtained
for all participants (1 mm × 1 mm × 1 mm). Functional images were
obtained using a gradient-echo EPI sequence with 38 contiguous axial
slices per volume (TR = 2000 ms, TE = 20 ms, flip angle 90°, matrix
64 × 64, FOV 24 cm, slice thickness = 3.5 mm). A T1-weighted FLAIR
image was also obtained to aid co-registration.

Data analysis. Data analyses were carried out using FSL tools
(the software library of the Oxford Centre for Functional MRI of the
Brain (FMRIB); www.fmrib.ox.ac.uk/fsl). First- and higher-level analy-
ses were carried out using FEAT (FMRI Expert Analysis Tool). The two
production runs were combined by concatenating their demeaned

http://www.freesurfer.net/optseq
http://www.freesurfer.net/optseq
http://www.fmrib.ox.ac.uk/fsl
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data. Pre-processing of the data included motion correction (Jenkinson
et al., 2002), slice-timing correction, brain extraction, spatial smoothing
using a Gaussian kernel of full-width-half-maximum (FWHM) 8 mm,
and high-pass temporal filtering (Gaussian-weighted least-squares
straight line fitting, sigma = 25.0 s). Time series analyses were
conducted using FILM (FMRIB's Improved Linear Model) with local
autocorrelation correction (Woolrich et al., 2001).

The data from each task were modeled separately with event-based
explanatory variables corresponding to the condition and trial structure,
whichwere convolvedwith a hemodynamic response function (gamma
function). For all tasks, hemodynamic response functions (HRFs) were
aligned to the beginning of the event and lasted for the duration of the
event except for the production trials, which were modeled as lasting
4.5 s. This aimed to capture the reading portion of the trial (2 s) plus
the planning and initial encoding of the utterance, rather than the artic-
ulation. This timingwas determined using data from Experiment 1 (the
mean initiation times were around 2.5 s, see Fig. 2). Thus, if there were
length differences across participants' utterances, there were not taken
into account in the modeling, which only captured the initial planning.

Several contrasts were computed for each data set. For the com-
prehension task, we contrasted all the sentences relative to the
visual baseline (language-baseline), and each condition separately
relative to baseline (high-competition-baseline; low-competition-
baseline). We performed similar contrasts on the production data but
this time contrasting the experimental trials with the read-only control
trials. There were three production contrasts: all production N control,
high-competition production N control, low-competition production N

control. Higher-level group analyses comparing activity across condi-
tions or across tasks were conducted by entering participants' lower-
level contrast parameter estimates into high-level statistics (cluster
corrected, z N 2.3, p = .05). In turn, the Stroop data was modeled
with covariates for each condition. The main contrast of interest was
the representational competition contrast inwhich incongruent ineligi-
ble items were contrasted with neutral items.
Region of interest analysis. The Stroop data was used to identify a por-
tion of LIFG most strongly responding to semantic conflict in each
participant, using the contrast between ineligible vs. neutral trials to
capture the representational conflict (see description of the Stroop
task above). This portion, which turned out to be within the pars
opercularis (BA44) was significantly (and more strongly) active in a
group level analysis (cluster corrected z N 3, p = .05), and was also
consistently activated in all participants, as revealed by individual re-
sults. This region is considered to play a central role in competition res-
olution in language processing and other cognitive tasks (Miller and
Cohen, 2001; Thompson-Schill et al., 2005). For our region of interest
analysis, we identified this region in each individual brain by visual in-
spection of the high-resolution contrast images for the ineligible vs.
neutral Stroop trials. We initially drew a mask on the active cluster fall-
ingwithin the pars opercularis, whichwas delimited by the inferior pre-
central sulcus posteriorly, the inferior frontal sulcus dorsally, the lateral
fissure ventrally and the vertical ramus of the lateral fissure anteriorly.
From these clusters, we then extracted the 35 most active voxels by
thresholding the clusters at the appropriate level for each participant
and transformed each resulting ROI into each individual's functional
space.Within each ROI, we computed averagemeasures of language ac-
tivity for each participant. For the comprehension results, we extracted
the mean contrast parameter estimates for the high-competition vs.
baseline and low-competition vs. baseline contrasts. For the production
results, we extracted the corresponding parameter estimates, i.e., high-
competition vs. read-only control and low-competition vs. the read-
only controls. These mean contrast parameter estimates were then
converted into percent signal change and used as dependent variables
in random-effect group analyses reported for each task to test whether
there was an effect of condition across participants.
Psychophysiological interaction analyses. In order to examine the net-
works that are engaged during competition resolution in the production
and the comprehension tasks, we conducted functional connectivity
analyses using the psychophysiological interaction method. Specifi-
cally, we aimed to determine whether the functional coupling be-
tween the pars opercularis and other brain regions interacts with
task demands (levels of competition) in different ways for produc-
tion and comprehension. This allows an examination of differences
and similarities across production and comprehension in the underly-
ing connectivity of the pars opercularis during competition resolution.
The PPI analyses were carried out in FSL using the methods described
in the FSL documentation. A mask of the pars opercularis cluster
obtained from the Stroop group results was used as the seed region.
First level analyses were carried out in FEAT for each of the tasks. The
average time course of the seed region was used as physiological vari-
able in the analysis of both the production and comprehension data.
In comprehension, the contrast high-competition N low-competition
was used as the psychological variable (using the contrast 1, −1)
to examine interactions of our physiological regressor with levels
of competition. In the production task, the psychological variables
was the contrast of the high-competition condition with both the
low-competition condition and the reading control condition (2, −1,
−1). The psychological regressor was convolved with the gamma func-
tion and temporal derivatives with temporal filtering added. The PPI
regressor was the interaction term between the zero-centered psy-
chological regressor and the de-meaned physiological regressor.
(Note that FSL differs from SPM in convolving the psychological re-
gressor, which is treated as nuisance variable in the interaction, rath-
er than deconvolving the physiological regressor. Although this has
been suggested to lead to loss of statistical power for event-related de-
signs, the results that do survive are nevertheless valid (Gitelman et al.,
2003)). To evaluate group statistics, including comparisons across tasks,
higher-level analyses were carried out on participants' lower-level con-
trast parameter estimates using a threshold of p b .001 (uncorrected)
and of p = .05 (cluster corrected, z = 2.3).

Results

Behavioral performance during scanning sessions

During the comprehension task, participants responded correctly
to the catch trials 90% of the time on average, indicating that they
maintained attention on the task. In the production task, participants
took 5.35 s on average to complete the fragments and took about
2.60 s to read the fragments in the read-only control trials. Both
these measures are consistent with our behavioral results in Exp. 1.
Interestingly, there was a significant difference between the comple-
tion times of the high- and low-competition fragments, as measured
from the beginning of the trial (M = 5.58 vs. 5.11 s, t(16) = 6.06,
p b .0001). In the Stroop localizer, we observed the typical competi-
tion effects in which incongruent trials, both eligible and ineligible,
elicited longer response times than the neutral trials (M incongruent
(eligible and ineligible) = 689 ms, M neutral = 627 ms, t(16) =
2.17, p b .05). Overall, the behavioral measures suggest that partici-
pants remained focused on the tasks at hand and followed the
instructions.

Whole brain results

To examine the extent to which the comprehension and production
networks overlap, we conducted whole brain analyses contrasting each
task vs. baseline or controls (cluster-corrected, Z N 2.3, p b .05). These
broad contrasts guarantee that potential commonalities across tasks
are not missed in more specific or direct contrasts, where common
activity may be canceled out. These analyses revealed that both sen-
tence comprehension and production recruited a wide network of
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left-lateralised fronto-temporal areas. Fig. 3, panel A, shows the com-
prehension results in red, the production results in blue and the
overlap between the two in green, which corresponds to a conjunc-
tion analysis as suggested by Nichols and colleagues (Nichols et al.,
2005) (see also Table 3). Both tasks shared the involvement of sev-
eral regions — the left inferior frontal gyrus (BA44, BA45, BA47),
the precentral gyrus (BA6) and the posterior and anterior divisions
of the middle temporal gyrus — although more extensive pMTG ac-
tivity was found for comprehension. This is consistent with multiple
studies reporting this core fronto-temporal network in language pro-
cessing, which is thought to implement interactions between lexico-
semantic retrieval and prefrontal control or competition processes
(Gennari et al., 2007; Tyler and Marslen-Wilson, 2008; Whitney et al.,
2011). However, the production task also recruited an additional net-
work of medial structures, including the supplementary motor area
(SMA, BA6), the anterior cingulate cortex (ACC), the caudate and
the thalamus, which were not active during comprehension, as can
be seen in Fig. 3. These regions have long been associated with pro-
duction (Eickhoff et al., 2009; Ketteler et al., 2008; Murphy et al.,
1997; Sörös et al., 2006; Turkeltaub et al., 2002; Wise et al., 1999),
and the recruitment of the SMA and ACC in particular, is well-
known to play a critical role in response conflict or competition res-
olution in action and speech planning (Barch et al., 2000; Botvinick
et al., 2004; Cohen et al., 2000; de Zubicaray et al., 2006; Mostofsky
and Simmonds, 2008; Mukamel et al., 2010; Murphy et al., 1997;
Simmonds et al., 2008; Tremblay and Small, 2011; Wilson et al.,
2009).

Additionally, to determine the regions that were more active in
one or another task, a higher-level analysis directly compared produc-
tion vs. comprehension (cluster-corrected, Z N 2.3, p b .05). These con-
trasts revealed that the production task elicited more activity than
comprehension in a wide network of regions, including the precentral
gyrus, middle frontal gyrus and most medial frontal and subcortical
structures mentioned above (see Fig. 3 panel B, Table 3). The contrast
comparing comprehension N production only showed more activation
for comprehension in a portion of the temporal lobe and occipito-
temporal structures associated with visual processing (see Table 3).
Overall, the pattern of results indicates that although a fronto-temporal
network is common to production and comprehension (with some
differences in activation levels across tasks in a portion of the poste-
rior temporal lobe), a more extensive network including motor con-
trol and planning regions is recruited in sentence production.

ROI results

To establish whether the high- and low-competition conditions
modulated activity within the Stroop-defined pars opercularis region
in both production and comprehension, we compared percent signal
change for each condition across participants, which was obtained
for each individual participant from contrasting each condition rela-
tive to its baseline or control within the 35 most active voxels in the
Stroop task (see Methods, region of interest analysis). We found a
similar pattern of results across the production and comprehension
tasks, as shown in Fig. 4. In comprehension, the activity elicited by
the high-competition items relative to baseline was higher than
that of the low-competition items relative to baseline (M = .37,
SE = .08;M = .28, SE = .05; t(16) = 2.31, p = .03). Similarly, pro-
duction revealed higher activation for the high-competition condi-
tion than the low-competition condition relative to their read-only
controls (M = .084, SE = .017; M = .069, SE = .014; t(16) = 2.90,
p = .01). Note that the overall mean activity in the production task is
much smaller than that of comprehension due to removal of common
reading activity (productionminus reading-control contrast). Taken to-
gether, these results clearly suggest common mechanisms across tasks
operating at the level of each individual brain in the pars opercularis.

PPI results

To establish how the pars opercularis interacts with high vs. low
task demands in production and comprehension, we conducted PPI
analyses using this region as seed region. The results of the compre-
hension task revealed a stronger coupling of activity between pars
opercularis and the pMTG as a function of competition (uncorrected,
p = .001), consistent with numerous studies indicating the involvement



Table 3
Results from whole-brain analysis (cluster corrected, p b .05).

Voxel (MNI)

Contrasts Brain area Z x y z

Comprehension N rest L IFG (BA44/BA45) 5.01 −50 14 24
L IFG (BA 47) 3.94 −54 26 −2
L precentral G (BA6) 5.03 −46 −2 32
L PMTG (BA 32) 5.81 −52 −44 2
L MTG (BA 21) 4.71 −56 −16 −10
L ATL (BA 21) 4.18 −50 14 −22
L hippocampus 3.80 −30 −24 −10
L IPL (BA 39) 3.07 −36 −60 44

Production N control L IFG (BA44/BA45) 5.37 −58 20 10
L IFG (BA 47) 4.21 −54 34 −12
L precentral G (BA 6) 2.65 −54 −4 48
L MFG (BA 6) 3.51 −46 6 52
L SFG (BA 9) 4.28 −10 56 38
L SFG (BA 6) 4.72 −12 16 60
L PSTG (BA39) 3.47 −44 −62 16
L MTG (BA 21) 4.46 −56 −30 −10
L ATL (BA 21) 4.52 −50 12 −30
L ITG (BA 20) 3.96 −42 −8 −42
L caudate 4.43 −16 12 12
R caudate 3.46 6 14 4
L ACC (BA 32) 4.49 −10 26 32
R ACC (BA 39) 3.09 14 36 20
Thalamus 3.31 −2 −12 10
R cerebellum 4.23 36 −58 −40

Production N comprehension L ACC (BA 32) 8.82 −8 20 38
R ACC (BA 32) 8.98 4 20 30
R SFG (BA6) 8.79 12 6 62
L SFG (BA6) 7.66 −8 2 68
Precuneous 7.11 −10 −80 42
R/L fusiform G 7.79 +/−32 −48 −12
L MFG (BA 9) 7.11 −30 34 36
R/L insular cortex 6.74 +/−30 14 −4
L precentral G/insula 6.17 −46 6 2
L precentral G (BA6) 7.69 −60 4 36
R/L caudate 7.40 +/−18 12 14
R/L putamen 6.48 −22 10 10
R/L cerebellum 6.22 +/−36 −54 −42

Comprehension N production L PMTG 7.40 −60 −36 0

Note: L = left hemisphere, R = right hemisphere, IFG = inferior frontal gyrus, PMTG =
posterior middle temporal gyrus, PSTG = posterior superior temporal gyrus, MTG =
middle temporal gyrus, ITG = inferior temporal gyrus, ATL = anterior temporal lobe,
IPL = inferior parietal lobe, MFG = middle frontal gyrus, SFG = superior frontal gyrus,
ACC = anterior cingulate cortex.
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of this fronto-temporal network in comprehension (see references
above). The production results in contrast, indicated that a much
more distributed network of regions was coupled with the pars
opercularis as a function of competition (uncorrected, p = .001).
Fig. 4.Results of the region of interest analysiswithin the Stroop-defined pars opercularis. Percen
Relevant contrasts are indicated in the x-axis. Error bars indicate standard errors.
These results were stronger than those in comprehension, surviving
more stringent correction thresholds (cluster corrected z = 2.3,
p = .05) (see Fig. 5 and Table 4). This production network included
bilateral medial superior frontal gyrus, middle and superior tempo-
ral gyrus, left parietal cortex (postcentral gyrus and precuneus), in-
sular cortex and subcortical areas including the left basal ganglia,
thalamus and bilateral hippocampus. Some of the regions in this
network, particularly parietal and medial structures, survived cor-
rection thresholds when directly contrasting production and com-
prehension (production N comprehension), using the lower-level
contrast parameter estimates from the PPI analysis in a higher
level group analysis (uncorrected, p = .001; see Table 4). All
these production regions have been typically shown to be involved
in speech planning, particularly when competitive processes are in-
volved, e.g., lexical selection (de Zubicaray et al., 2001, 2006; Eickhoff
et al., 2009; Heim et al., 2009; Murphy et al., 1997; Tremblay and Small,
2011; Whitney et al., 2008; Wilson et al., 2009; Wise et al., 1999). Note
that although the posterior temporal clusters show slightly different
centers for each task, there was considerable overlap, particularly if
the thresholds are lowered. This was despite the fact that reading
was removed from the completion task and thus potential common-
ly involved regions could have also been removed. This analysis
therefore, suggests that a similar portion of the posterior temporal
lobe is functionally connected to pars opercularis in both tasks
(see Tables 3 and 4). Overall, these results indicate that whereas
pars opercularis and portions of the posterior temporal cortex are
recruited by both sentence production and comprehension, the
network of regions effectively connected to pars opercularis is
quite different in each task.

Discussion

The present studies aimed to investigate whether sentence produc-
tion and comprehension share mechanisms of a competitive nature
within LIFG but differ in LIFG's supporting networks. Experiment 1
indicated that both during reading comprehension and production
planning, readers and speakers take longer to process the high-
competition condition. Importantly, production planning times
were predicted by the number of alternative plans entertained in
the current context, just as reading times in comprehension corre-
late with the number of interpretations available in the unfolding
context (Gennari and MacDonald, 2008). These results suggest that
the processes taking place in our tasks involve competition between
alternative interpretations or plans, thus providing an appropriate
testing ground to examine the brain correlates of competition in
each task.
t signal changes calculated from contrast parameter estimates in each task (Experiment 2).
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Our fMRI experiment revealed several findings. Comparisons of
the production and comprehension networks relative to rest or con-
trols indicated that these tasks shared a fronto-temporal network,
including LIFG and middle and superior temporal areas (Fig. 3).
Within this network, the posterior temporal lobe is thought to
store lexical knowledge, particularly that associated with verbs and
their event structures (Bedny et al., 2008a; Dronkers et al., 2004;
Humphreys et al., 2013; Tyler and Marslen-Wilson, 2008), whereas
the pars opercularis is thought to perform general regulatory functions,
including memory maintenance, controlled retrieval and encoding, in-
tegration and selection/inhibition (Barde and Thompson-Schill, 2002;
D'Esposito et al., 1999; Fiebach et al., 2006; Fuster, 2001; Miller and
Cohen, 2001; Thompson-Schill et al., 2005; Wagner et al., 2001). How-
ever, only production additionally engaged brain regions known to be
critically involved in motor action control and/or speech planning,
including the medial superior frontal regions (SMA), the ACC and
subcortical regions such as caudate and putamen, all of which also
Table 4
Results from whole-brain PPI analysis. Regions showing an interaction between level of
competition (high vs. low) and activity within BA44.

Voxel (MNI)

Task (contrast) Brain area Z x y z

Comprehension (high N low) L PMTG 3.81 −60 −62 12
Production (high N low, control) R SFG 3.90 24 12 60

L SFG 3.50 −22 −2 66
L PMTG 3.87 −44 −60 10
L STG 3.93 −52 −24 0
L caudate 3.10 −8 14 −2
L putamen 3.43 −22 4 −10
L hippocampus 3.80 −20 −38 −6
R hippocampus 3.67 18 −34 −8
Thalamus 4.01 −4 −8 4
L postcentral G 3.78 −42 −36 68
L precuneus 4.01 −4 −66 50
L insular cortex 3.56 −32 12 −10

Production (high N low,
control) N comprehension
(high N low)

L IPL 3.44 −62 −24 26
L precentral G 2.56 −62 4 12
R/L MFG 2.64 −32 38 26
L SFG 2.59 −14 0 60
R ACC 2.6 6 36 16
R SFG 2.6 18 14 64
R MFG 3.2 30 4 56

Note: L = left hemisphere, R = right hemisphere, PMTG = posterior middle temporal
gyrus, STG = superior temporal gyrus, SFG = superior frontal gyrus, IPL = inferior
parietal lobe, MFG = middle frontal gyrus, ACC = anterior cingulate cortex.
emerged from direct contrasts across tasks (Alario et al., 2006;
Barch et al., 2000; Botvinick et al., 2004; Chen et al., 2009; Ketteler
et al., 2008; Mukamel et al., 2010; Murphy et al., 1997; Nachev
et al., 2007; Simmonds et al., 2008; Sörös et al., 2006; Wahl et al.,
2008; Wise et al., 1999).

Critically, competition conditions modulated activity for both
tasks in the Stroop-defined pars opercularis, which targeted repre-
sentational conflict, suggesting common competitive mechanisms.
The strength and the extent of the LIFG's functional coupling,
however, differed across tasks. Indeed, PPI analyses revealed that
the pars opercularis established distinct patterns of connectivity in
production compared to comprehension as a function of condition
(Fig. 5). Incomprehension, high competition compared to low competi-
tion resulted in increased connectivitywith the posterior temporal lobe.
In contrast, high competition in production resulted in increased con-
nectivity with additional regions relative to comprehension, such as
the medial superior frontal gyrus (SMA), parietal lobe, basal ganglia
structures such as the caudate, and the hippocampus, although these
subcortical structures did not survive correction in the direct contrast
between production and comprehension for these analyses. The SMA
and these subcortical structures, particularly the caudate, are involved
in motor/speech planning, as indicated above, as is the parietal lobe
(Brownsett and Wise, 2010; Geranmayeh et al., 2012), whereas the
hippocampus is well known to serve memory retrieval (Nadel and
Moscovitch, 2001; Paller and Wagner, 2002; Whitney et al., 2008).
These results therefore suggest that high levels of competition in pro-
duction cause reverberations across a much wider network of regions
compared to comprehension, specifically recruiting regions associated
with motor response conflict and possibly, memory retrieval.

Production and comprehension thus appear as clearly distinct tasks
in respect of the functional networks recruited for task performance
in connection with pars opercularis, in line with psycholinguistic
approaches, but they appear to share mechanisms of a competitive
nature within pars opercularis and the posterior temporal lobe. This
finding is consistent with numerous comprehension and production
studies reporting activity in pars opercularis and the posterior temporal
lobe (de Zubicaray et al., 2006; Gennari et al., 2007;Menenti et al., 2011;
Tremblay and Small, 2011), as well as neuropsychological and TMS
studies reporting either production or comprehension impairments
when these regions are damaged or stimulated (Jefferies and Lambon
Ralph, 2006; Spalek and Thompson-Schill, 2008; Thompson-Schill et al.,
2002; Whitney et al., 2011). These common fronto-temporal regions
thus operate together in both tasks, particularly when conflicting
information is activated, and are involved in storing long-term asso-
ciations between words, structures and their meanings (linguistic
knowledge) and computing their higher order contingencies in
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sentence processing. Yet, production and comprehension handle
linguistic knowledge differently by igniting associations in different
regions. Production in particular may involve additional processes
such as the resolution of competition between alternative plans in
motor-related regions.

These results, together with behavioral studies, illuminate the na-
ture of the processes that might be common or distinct in production
and comprehension. Common processes may include the cue-based
predictions and competition mechanisms suggested by Experiment
1, which have also been extensively investigated in the psycholin-
guistic literature (Altmann and Kamide, 1999; DeLong et al., 2005;
Pickering and Garrod, 2007). Many reading studies for example indi-
cate that comprehension difficulty is predicted by distributional
probabilities in English corpora, and in particular, by the degree of
fit between upcoming material and its probability of occurring in
the preceding context, with poor fit leading to comprehension diffi-
culty (Gennari and MacDonald, 2008, 2009; Hale, 2006; Levi, 2008;
Lewis and Vasishth, 2005; MacDonald et al., 1994; Smith and Levy,
2013; Tanenhaus and Trueswell, 1995; Trueswell et al., 1994). This
suggests that alternative continuations are entertained as the reading
proceeds, leading to competition and inhibition processes. Similarly,
our production study indicates that the number of alternative sentence
continuations, as measured by overall preferences across speakers,
predicts production planning times, suggesting that a greater number
of available choices leads to greater difficulty and competition. These
observations are consistent with the general executive functions often
attributed to portions of LIFG and prefrontal cortex in general in that
they mediate contingencies between cues and their associations, re-
gardless of whether these cues are internally or externally generated
(Fuster, 2001; Koechlin and Jubault, 2006; Passingham et al., 2000).
The pars opercularis in particular is indeed involved in establishing lin-
guistic contingencies during language learning (Opitz and Friederici,
2003, 2004) and it is necessary for producing word sequences and
comprehending word order, grammatical cues and grammatical rela-
tions (Caplan et al., 1996; Thothathiri et al., 2010). Therefore, the pars
opercularis and its interactive networks may manage linguistic con-
tingencies, and thus, the anticipation or activation of information
associated with the current task context.

The production-specific areas of activity reported here likely
reflect production-specific processes such as word or structure retriev-
al, and linguistic and articulatory planning (or sub-vocalization), which
nevertheless appear to involve competition as a result of the semantic
properties of the context. Indeed, despite the lack of temporal resolu-
tion in fMRI, the fact that the level of competition modulates the inter-
action of pars opercularis with motor-related regions suggests that
semantic competition percolates to putatively lower levels of phonolog-
ical or articulatory planning. Thus, competition resolution does not
appear restricted toword selection or semantic-role assignment, but in-
stead, reverberates across a large network involving linguistic represen-
tations at different levels, syntactic, phonological, and articulatory. For
example, it is possible that the alternative utterances entertained by
the speakers do not only take place at a semantic level but also at the
level of the phonological forms or motor plans associated with the
different alternatives. Thus the finding that the influence of semantic
competition pervades the production network challenges serial/
encapsulated models of sentence production that argue for distinc-
tive stages of lexical retrieval, planning and word sequencing (Bock
and Levelt, 1994) and instead, suggests parallel processing and inter-
activity across an extensive network.

Our results have implications for models of language processing
discussed in the literature such as dual-streammodels. Thesemodels
argue that there are dorsal and ventral streams in language process-
ing, with different networks being engaged as a function of task,
although they differ in the specific functional roles assigned to the
individual regions within the streams (Friederici, 2009; Hickok and
Poeppel, 2004, 2007; Petrides and Pandya, 2009; Saur et al., 2008;
Wilson et al., 2011). The ventral stream including the fronto-temporal
network is thought to be responsible for mapping sounds (and letters)
to meaning, whereas the dorsal stream including the temporo-
parietal junction and motor structures is thought to be involved in
syntactic processing and in mapping sounds to action. This broad
characterization is supported by what is known about the white
matter tracts connecting sensory processing regions in posterior cor-
tex to frontal cortex, with ventral and dorsal tracts converging in
pre-frontal cortex (Anwander et al., 2007; Frey et al., 2008). Our re-
sults are broadly consistent with these processing routes but addi-
tionally suggest a potential common role of the fronto-temporal
network in both production and comprehension.

More generally, together with existing literature, these results
highlight the importance of understanding functional networks in
the context of tasks demands, rather than focusing on a region's
common role across tasks. Clearly, competition resolution must be
achieved by the critical contribution of the interactive network at
hand, and no single region is solely responsible for competition res-
olution. Indeed, many studies and reviews have suggested that pars
opercularis is involved in a great variety of tasks, including perceptual
decisions, response conflict resolution (e.g., Stroop task), working
memory, memory retrieval and language processing (Crittenden and
Duncan, 2012; Duncan, 2010; Duncan and Owen, 2000; Wagner et al.,
2001). Across these tasks, verbal stimuli additionally engage temporal
regions whereas goal and response-oriented tasks additionally engage
parietal regions (Cisek, 2007; Duncan, 2010; Duncan and Owen, 2000;
Tyler and Marslen-Wilson, 2008). These findings suggest that the net-
works engaged in each case is determined by stimulus characteristics
and task demands and challenges attempts to attribute a given region
such as the pars opercularis a unique specific function across all tasks.
In the present study, the tightly controlled nature of our stimuli and be-
havioral results suggest that at least some aspects of evaluating alterna-
tiveswithin the common fronto-temporal network is likely to be shared
by both production and comprehension, but this does not preclude that
these fronto-temporal regions, and pars opercularis in particular, play a
different role in the context of other task networks. In fact, themere fact
that pars opercularis in our results, interacts with more regions in one
task than another suggests that at a neuronal level there must be
some task differences with respect to the information being handled
in this region and perhaps, the timing of activation across different
regions. Establishing an adequate level of functional description with
fMRI, which lacks temporal resolution, remains one of the main chal-
lenges in cognitive neuroscience.

Finally, note that our study specifically targeted LIFG, and found that
the pars opercularis, which most strongly responded to the representa-
tional conflict in the Stroop task,was also sensitive to generally assumed
competition processes both in production and comprehension. Howev-
er, these findings do not preclude that other regions activated by both
tasks (see Fig. 3) are also sensitive to competition processes, since we
have not probed each one in turn. This is particularly the case for the
pars triangularis and possibly pars orbitalis, which were also commonly
activated by the two tasks. Moreover, our localizer only targeted
word-level competition, and it is possible that sentence level competi-
tion requires additional portions of the pre-frontal cortex. Thus, more
research is required to address this issue and further delineate the role
of regions common to both tasks.

In sum, sentence production and reading comprehension appear
to share competition mechanisms in a fronto-temporal network typ-
ically engaged in language processing. This network appears to man-
age the myriad of activations elicited by various types of linguistic
cues, including the association between noun meanings and their
event roles in a sentence. However, production recruits several addi-
tional regions to retrieve information and generate linguistically-
based plans. Therefore, competition in production and comprehen-
sion reverberates across distinct functional networks, as determined
by task demands.
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